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shows the mapping between the suitable number of control points (NCP∗) for each complex micro-block and color.

ABSTRACT

Functional approximation as a high-order continuous representa-
tion provides a more accurate value and gradient query compared
to the traditional discrete volume representation. Volume visual-
ization directly rendered from functional approximation generates
high-quality rendering results without high-order artifacts caused by
trilinear interpolations. However, querying an encoded functional
approximation is computationally expensive, especially when the
input dataset is large, making functional approximation impractical
for interactive visualization. In this paper, we proposed a novel
functional approximation multi-resolution representation, Adaptive-
FAM, which is lightweight and fast to query. We also design a
GPU-accelerated out-of-core multi-resolution volume visualization
framework that directly utilizes the Adaptive-FAM representation to
generate high-quality rendering with interactive responsiveness. Our
method can not only dramatically decrease the caching time, one of
the main contributors to input latency, but also effectively improve
the cache hit rate through prefetching. Our approach significantly
outperforms the traditional function approximation method in terms
of input latency while maintaining comparable rendering quality.

Index Terms: Functional approximation—Large-scale data—
Multi-resolution—Volume visualization

1 INTRODUCTION

Interactive volume visualization techniques play important roles in
helping researchers from various domains to efficiently discover
insightful intrinsic patterns from scientific datasets collected from
diverse fields, such as medical imaging, meteorology, materials sci-
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ence, and physical simulations. A visualization system that responds
promptly to user interactions, adjusting according to the data or
viewing operations, can significantly improve the efficiency and
effectiveness of exploring complex scientific datasets. However, the
rapid expansion and exponential increase in the size of these datasets
pose challenges for interactive systems, particularly on hardware
platforms with constrained memory resources and limited I/O band-
width compared to the size of the data being visualized, resulting in
delays in rendering results.

Researchers have devised a variety of strategies to address this
performance challenge. Out-of-core techniques [25] partition the
dataset into manageable segments, referred to as micro-blocks in
this paper, which can be dynamically loaded according to users’
exploration, thereby avoiding the necessity of loading the entire
dataset. Data streaming strategies [12] enable an incremental ren-
dering of a dataset as it becomes available, utilizing both push and
pull models. Multi-resolution methods [26], through a hierarchical
data size reduction with multiple levels of detail (LOD) [9, 23], fur-
ther decrease the size of data sent to the rendering pipeline. Data
compression techniques [27] can be leveraged to minimize the size
of datasets produced in scientific research while maintaining cru-
cial information for processing and visualization. However, these
approaches often involve a trade-off between rendering quality (via
methods like multi-resolution techniques and data compression) and
input responsiveness (such as out-of-core and streaming methods).
It remains challenging to develop techniques capable of achieving a
more comprehensive balance across these critical aspects.

Recent works in multivariate functional approximation-based
volume rendering [19, 28, 29] provide high-quality results from a
compact continuous model, which is suitable for visualizing very
large-scale datasets with high quality. Functional data analysis [8,22]
employs functional approximation to represent the original discrete
dataset with a continuous model, allowing for querying of off-grid
values and gradients with increased accuracy via the computation
of geometric bases. Common choices of basis functions used for
functional analysis are Fourier [5], wavelet [11], and geometric
splines [7] bases. However, the challenge of employing functional
approximation lies in two computational aspects. First, the data



needs to be encoded or prefiltered [24, 34] into continuous models
before conducting high-order queries, and this process is extremely
computationally expensive when encoding large-scale datasets. Sec-
ond, once the data is encoded, the model query latency is relatively
higher compared to simple filters, especially when the encoded
model is large, posing a challenge for real-time applications like
interactive visualization systems.

To address these challenges, we proposed a novel functional
approximation multi-resolution representation, Adaptive-FAM,
through efficient modeling of a large number of data segments with
various levels of detail. Adptive-FAM is a compact data represen-
tation supporting random access with multiple levels of resolution,
addressing the difficulties of large-scale volume rendering. We
also implement an out-of-core multi-resolution volume visualization
pipeline that parallelizes the direct decoding from Adaptive-FAM
through CUDA on GPU for a faster rendering time. We further
improve the performance of the proposed pipeline by leveraging
prefetching, which decreases the cache miss rate, thereby saving
caching time, one of the main contributors to total input latency.
Our solution decreases the overall input latency of visualizing a
large-scale dataset using functional approximation. The main contri-
butions of this work include:
• A novel functional approximation multi-resolution representation,

Adaptive-FAM, efficiently encoded from a large number of data
segments with various levels of detail.

• An out-of-core GPU-accelerated multi-resolution rendering frame-
work that generates high-quality visualization results through par-
allel decoding of Adaptive-FAM.

• A comprehensive investigation of the quality and performance
of the proposed method compared with the traditional functional
approximation encoder and the state-of-the-art multi-resolution-
based volume visualization framework.

2 BACKGROUND AND RELATED WORKS

2.1 Out-of-core Methods
Out-of-core algorithms, also known as external memory algorithms,
play an important role in large-scale scientific data visualization in-
cluding tasks like I/O-efficient volume rendering, isosurface compu-
tation, and streamline computation [4, 17]. Multi-resolution [26, 31]
is one of the most popular out-of-core methods for visualizing large-
scale volumetric datasets. Multi-resolution techniques take into
account the distance between the camera position and each data
segment in each view frame and selectively load data segments with
varying levels of detail (LOD), resulting in a smaller amount of
data being loaded for rendering while still maintaining a similar
level of rendering quality. Caching [21] is normally integrated with
out-of-core visualization pipelines to minimize the times of data
movements from slower memory to faster memory in a multi-level
memory hierarchical system. Prefetching [30, 38] can further im-
prove the Caching performance by preloading the data of interest
in advance. Employing an optimized disk data layout [18] or a pre-
calculated lookup table [6] can enhance the efficiency of accessing
raw data in real-time visualization techniques such as progressive
slicing and particle tracing. Our rendering framework utilizes similar
ideas to dynamically load visible data segments as needed.

2.2 Acceleration Techniques
Acceleration of visualizing large datasets can be achieved by har-
nessing environments and platforms such as multi-core CPUs, GPUs,
and high-performance computing (HPC) clusters [39]. Chiang et
al. [37] create a unified infrastructure to enable parallel out-of-core
visualization of unstructured grids. Piringer et al. [20] introduce a
versatile multithreaded visualization architecture designed to mit-
igate challenges associated with multithreading while providing
visual feedback. Liu et al. [13] create POIViz, employing a radial
representation to parallelize the computation of a 2D layout for

Figure 2: Volume visualization using functional approximation and
trilinear interpolation with and without ghost area for parallel ren-
dering in volume space. Input is a Marschner-Lobb dataset with a
resolution of 61×61×61. The volume is evenly partitioned into 8
octant blocks.

multidimensional datasets on both CPU and GPU. Sun et al. [29]
proposed a distributed computing method to enhance the interac-
tive performance of visualizing a large-scale model encoded using
function approximation with superior quality compared with tradi-
tional interpolation methods. However, HPC resources are not easily
accessible to non-professional users. Our method tries to offer a
solution by enabling high-quality rendering of large-scale data on
commercial GPUs at the edge.

2.3 Deep Learning-based Volume Visualization

In recent years, deep learning-based rendering synthesis [14] has
emerged to enhance the performance of rendering volumetric
datasets across spatial and temporal domains. Berger et al. [3]
use a generative adversarial network (GAN) framework to directly
generate the visualization image from view parameters and transfer
functions. Weiss et al. [35] and Bauer et al. [2] utilize reconstruction
neural networks to speed up the rendering by inferencing the missing
detail from sparsely rendered images through inpainting. However,
rendering synthesis methods require the creation of comprehensive
input and label pairs to train the network, accounting for extensive
combinations between view- and data-dependent operations. For
large-scale data, preparing these training datasets demands a signifi-
cant amount of computational resources. Furthermore, the training
time is typically lengthy to achieve accurate inference results. Ad-
ditionally, the memory footprint of rendering synthesis is usually
substantial to generate the resulting image in a single shot. Com-
pressing methods leveraging implicit neural representation [15, 32]
are proposed to decrease the network size and optimize I/O intensive
operations. Although random access allows querying values or gradi-
ents directly from the neural representation without decompression,
the training time remains inevitably long even with powerful GPUs
when handling complex large-scale scientific datasets [33,36]. Exist-
ing deep learning-based methods prioritize enhancing compression
ratios and rendering performance. Sporadic efforts are dedicated
to improving rendering quality through non-linear interpolation at
off-grid volumetric locations [40]. The rendering frameworks we
seek to optimize are multi-resolution-based renderers using func-
tion approximation, where compression is selectively applied to
data partitions without extensive training or modeling of the entire
dataset.



Figure 3: Volume partition with ghost area.

3 FUNCTIONAL APPROXIMATION

In this section, we first explain the advantage of adopting functional
approximation to large-scale volume rendering in terms of render-
ing quality. Secondly, we discuss the main performance issues of
rendering a large-scale functional approximation model.

3.1 Advantages
3.1.1 Rendering Quality
Typical scientific datasets are generally in the form of structured or
unstructured grids, and their local domains feature non-linear spatial
correlations. The accuracy of interpolation while querying off-grid
sample location determines the accuracy of the downstream visual-
ization. Continuous representation of volume data using functional
approximation provides a more accurate evaluation of off-grid sam-
ple locations than traditional trilinear interpolation when handling
scientific datasets. Its control parameters, like the number of control
points and polynomial degree, are flexible to adjust for a minimal
global error. Detailed rendering quality comparison between func-
tional approximation and other local filters can be found in [28].
Fig. 2 shows an example of rendering results using functional ap-
proximation and trilinear interpolation. Under the same model size,
the functional approximation rendering result is closer to the ground
truth rendering of typical scientific datasets.

3.1.2 Boundary Continuity
A common practice of speeding up the rendering is to distribute the
workload to multiple computing units for parallel processing, which
requires the partition of data volume. Multi-resolution methods
also need to partition the data volume into data segments, or micro-
blocks, and encode each segment with various levels of detail. In
order to avoid rendering artifacts in the boundary area, both C0
and C1 continuities need to be maintained. This is because C0
keeps the smoothness across value and C1 keeps the smoothness
across the shading effect. C0 continuity can be easily maintained by
partitioning the data segments from shared sample points. In order to
be able to calculate the gradient on the boundary, the linear method
needs to include a ghost area beyond the boundary for calculating
the derivative through central difference as demonstrated in Fig. 3.
Otherwise, lighting artifacts will be observed in the boundary area as
shown in Fig. 2. Ghost areas increase the size of each data segment.
For micro-blocks of size n3 with a ghost area of 1 voxel, the ratio of
this ghost area to the micro-blocks has a space complexity of O(1/n).
Ghost area will take significant data size for micro-block with higher
LOD where n is small. If the input volume has a dimension of
n×n×n and the number of partitions on each edge is m, then the
total sample needs after the partition will be k times the total samples
in the original dataset, where k can be expressed as:

k =
( n

m +1)3 ·m3

n3 =
(n+m)3

n3 , m⊂ [1,2, ...n] (1)

For instance, partitioning 4 segments on each edge of a volume with
a resolution of 16×16×16 will increase the total micro-block size

Figure 4: An illustration of micro-blocks at 4 LODs used for ren-
dering from a particular POV. Micro-blocks at Level 1 exhibit the
highest LOD, whereas those at Level 4 display the lowest LOD.

to about 2 times the input data. Adding a ghost area will greatly in-
crease the total data size to handle for the rendering pipeline, which
poses a significant overhead for distributed visualization. In contrast,
considering the strong spatial correlation property of general scien-
tific datasets, the functional approximation-encoded mirco-blocks
do not require a ghost area to provide a gradient on the boundary
close to the C1 continuity because of their higher-order interpola-
tions [29]. This can be observed from the fitted curve in Fig. 3.
The functional approximation is more suitable for modeling data
segments considering both data size and modeling accuracy.

3.2 Opportunities
Although functional approximation is highly effective at in situ
modeling of scientific data with more accurate evaluations than
many local filters, its query time becomes the main performance
bottleneck for visualizing large-scale datasets [28]. Moreover, the
encoding time is also impractical for large-scale multi-resolution
modeling. The main goal of this work is to minimize both the
encoding time and the overall input latency of rendering large-scale
volume datasets modeled by function approximation.

4 METHOD

4.1 Problem Formulation and Rationale
User exploratory behavior toward a dataset can be treated as a se-
quence of normalized 3D vectors, where each vector’s location is
the user’s point of view (POV) and its direction is the user’s di-
rection of view (DOV). For a user exploration with m number of
POVs, {P0,P1, ...Pn, ...Pm−1} forms a 3D trajectory of user explo-
ration, where Pn is the nth POV. An interactive volume visualization
pipeline comprises a sequence of rendering function calls, consid-
ering each point of view and its relation to the input dataset. For a
specific POV Pn, the renderer generates a visualization image frame,
Framen, from the visible region of the dataset, which needs to be
loaded to the system memory from storage. Such visible region
can be further represented as a group of blocks (micro-blocks) with
various levels of detail (LOD). Lower resolution content (i.e., low
LOD) is used for regions farther from the user’s POV to decrease
the overall data size for loading. Fig. 4 highlights micro-blocks for
each LOD used to generate a specific frame. Fig. 5 illustrates the
key processes of a typical GPU-accelerated multi-resolution volume
rendering pipeline with prefetching. There are three key operations:
• The caching operation involves loading all visible blocks of the

current POV from the storage to the system cache based on a cer-
tain replacement policy. Subsequently, the cached data is copied
to the VRAM on the GPU for rendering.

• The rendering operation produces the visualization image based
on the current settings derived from the user’s data operations and
viewing preferences.

• The prefetching operation predicts the visible micro-blocks for the
next POV using prefetching algorithms and concurrently updates
the cache while rendering. To reduce the overall input latency,
prefetching needs to cease once rendering is completed.



Figure 5: Time breakdown of key processes for generating frames.

Both caching and prefetching operations are executed on the
CPU, while the rendering is accelerated by running on the GPU.
The input latency for a specific POV is determined by the combined
duration of caching and rendering. The caching time is influenced
by factors such as the size of micro-blocks and the caching miss
rate. The rendering time depends on the complexity of the rendering
algorithm and the capability of rendering hardware. Given a user’s
exploratory trajectory, the performance objective of our method is
to minimize both the caching time and rendering time to achieve a
responsive input latency.

The rationale behind our proposed idea stems from the following
observations. First, scientific data typically exhibit strong spatial
correlation, often maintaining at least C1 continuity within the 3D
domain. By utilizing functional approximation to model two con-
tiguous micro-blocks of the same LOD, the decoded values from the
models around their boundary not only demonstrate C0 continuity
but also approximate C1 continuity. This approach contributes to
saving model size by encoding micro-blocks without the need for
a ghost area to support gradient queries. We refer to the functional
approximation model from a micro-block as a micro-model. Second,
standard scientific datasets often encompass large backgrounds or
surrounding regions where values remain generally constant, while
the central areas represent the research focus with more dynamic val-
ues. These datasets mainly originate from domains such as medicine,
biology, scientific simulations, and 3D object scans. In this work,
we name regions with nearly constant values as simple regions and
those with more dynamic values as complex regions. Therefore, em-
ploying lower resolutions to model simple regions generally would
not compromise accuracy, allowing for significantly smaller model
sizes. This strategy substantially reduces caching time when loading
micro-models of such regions. This is our initial effort at minimiz-
ing input latency by reducing caching time through minimizing the
size of micro-models to be loaded. Consequently, the time saved
during caching can offset a portion of the time used during rendering.
Additionally, we design a parallel functional approximation-based
multi-resolution volume rendering framework with an efficient de-
coding tailored for large-scale datasets.

4.2 Adaptive Encoding Algorithms
For the functional approximation encoder, we have opted for mul-
tivariate functional approximation (MFA) [19], which provides the
ability to random access for both value and derivative anywhere in
the spatial domain with high-order accuracy. The encoded model’s
size can be compressed by adjusting one of its control parameters,
the number of control points (NCP), which serves as the primary
determinant of the size of encoded micro-models. The storage layout
of our encoded micro-model is shown in Fig. 6 where the file size
(in bytes) of the micro-model can be calculated as:

Size(Micro–model) = 1+((NCP+degree)×3+NCP3)×4 (2)

Where the degree is another encoding control parameter determining
the polynomial order of the fitted B-spline. Except for model size,
NCP also determines the fitting accuracy of the functional approxi-
mation. In general, a larger NCP gives higher fitting accuracy, but
the optimal NCP for a given error bound is data-dependent. Finding
a minimal NCP under a specific error involves an exhaustive search.

Figure 6: Micro-model storage layout. Knot and Control Point
determine the shape and properties of the spline.

For a 3D dataset with a resolution of n3, MFA encoding for all
possible NCP values has a time complexity of O(n4) [19] and the
total time complexity of encoding all partitioned micro-blocks for a
multi-resolution framework with m LODs is:

m

∑
k=1

(2k)3 ·O((
n
k
)4) = O(8m ·n4), (3)

where the number of micro-blocks increases twofold from the ith
LOD to the i+1th LOD along each x, y, and z direction. When deal-
ing with a large-scale dataset (i.e., a large n) with multiple LODs
(i.e., a large m), the encoding time can become impractical. To
address this challenge, we propose the adaptive functional approx-
imation multi-resolution encoding method designed to efficiently
encode micro-blocks into micro-models. The Adaptive-FAM data
representation is composed of a collection of micro-models encoded
with optimized NCP for a given error bound. Fig. 7 demonstrates an
example of the encoding pipeline for generating micro-models from
input data for three LODs (LOD goes up from level 3 to 1) using
our proposed adaptive encoding. For the input data with a resolution
of n3, it is first partitioned into blocks for each LOD. In order to
secure the C0 continuity, the neighboring blocks partitioned share
one sample on the boundary in each x, y, and z direction. Then, each
portioned block is downsampled into micro-blocks according to the
resolution requirement of each LOD. Finally, each micro-block is
efficiently encoded into a micro-model using our adaptive encoding
that incorporates two levels of encoding, in-level and cross-level.

4.2.1 In-level Adaptive Encoding
In-level adaptive encoding conducts an exhaustive search to find
the suitable NCP for a required error bound. For a micro-block
with a resolution of n3, the encoder uses each valid NCP (NCP ∈
[degree+1,n]) and records corresponding error metrics to construct
a map Error(NCP), as shown in Fig. 8. For a required error, e, the
suitable NCP∗ for a specific micro-block is determined by:

NCP∗ = argmin
NCP

(Error(NCP)< e) (4)

A larger NCP will normally encode a model with lower error, so the
checking can start from the highest possible NCP which is n.

4.2.2 Cross-level Adaptive Encoding
The goal of cross-level adaptive encoding is to avoid the exhaustive
search of the in-level adaptive encoding for finding the suitable NCP.
Since the level with a lower LOD has fewer micro-blocks to encode
from, the idea is to start the in-level adaptive encoding from the level
with the lowest LOD. Then we can reuse the result of suitable NCP
from the current level for encoding the levels with higher LOD. After
in-level adaptive encoding of a LOD, we define the micro-blocks
with a suitable NCP equaling to the lowest possible NCP value,
degree+2, as simple micro-blocks, while the rest of micro-blocks
as complex micro-blocks. Simple micro-blocks are from regions
with constant values or values with very small deviations. Complex
micro-blocks are from regions with more dynamic values. The first
row of Fig. 1 shows only the complex micro-blocks overlapped with
the dataset for each LOD. We can see that the group of complex
micro-blocks from the lower LOD will always cover the group of
complex micro-blocks from the higher LOD. From lowest LOD to



Figure 7: Encoding pipeline for generating micro-models of 3 LODs from input data using proposed adaptive encoding.

Figure 8: In-level adaptive encoding using MFA encoder.

highest LOD, the process of cross-level adaptive encoding is to only
execute the expensive in-level adaptive encoding to the micro-blocks
covered by the complex micro-blocks of the previous LOD. This
encoding path is highlighted as a red path in Fig. 7. The second
row of Fig. 1 shows the in-level adaptive encoding result of complex
micro-blocks of each LOD with a color map on their suitable NCP
values. We can observe that the complex micro-blocks are not only
located at the region of the dataset but also reflect the complexity of
the underlying data through their suitable NCP results. In this way,
we minimize the micro-model sizes encoded from simple micro-
blocks while still capturing the feature-riched complex micro-blocks
with micro-models with adequate NCPs. In the meantime, we avoid
unnecessary encoding for all the simple micro-blocks across all
levels of detail. Algorithm 1 lists the detailed steps of performing
our adaptive encoding.

4.3 Multi-Resolution Framework
In this section, we present our out-of-core GPU-accelerated multi-
resolution rendering framework that generates high-quality visualiza-
tion results through directly decoding Adaptive-FAM micro-models.
Fig. 9 shows the detailed data flow and operations of the proposed
framework. There are three main procedures which are caching,
prefetching, and rendering.

4.3.1 Caching
Caching utilizes spatial locality to decrease micro-model movement
frequency across the memory hierarchy. Caching involves three
sub-steps as shown in Algorithm 2: 1) Find all visible micro-models
for the current user POV and collect the indices of micro-models
with various LOD. 2) Update the cache in system RAM by load-
ing the missing micro-models from storage according to the LRU
replacement policy. It is worth noticing that the cache updated by
the caching procedure is the cache after prefetching which happens
during the rendering of the previous POV. 3) Copy the data of visi-
ble micro-models from system memory to GPU for rendering. The
caching time considered in the experiment section is the sum of those
3 sub-steps. In our framework, all the caching-related operations are
handled by a CPU thread.

Algorithm 1 Adaptive Encoding

Input: micro-block (n3) of all LODs, Error Bound
Output: micro-models of all LODs.

1: // Do in-level adaptive encoding on the lowest LOD
2: for each micro-block in LODlow do
3: errs = []
4: for each NCP in [n,degree+2] do
5: err = model(NCP, degree)
6: push err to errs
7: if err > Error Bound then
8: push micro-block to ComplexSetLODlow
9: end if

10: end for
11: Find NCP∗ from errs to encode the micro-block
12: end for
13: // Do cross-level adaptive encoding
14: for each LOD in [LODlow +1,LODhigh] do
15: for each micro-block in LOD do
16: if micro-block is covered ComplexSetLOD−1 then
17: errs = []
18: for each NCP in [n,degree+2] do
19: err = model(NCP, degree)
20: push err to errs
21: if err > Error Bound then
22: push micro-block to ComplexSetLOD
23: end if
24: end for
25: Find NCP∗ from errs to encode the micro-block
26: else
27: Use NCP∗ = degree + 1 to encode the micro-block
28: end if
29: end for
30: end for

4.3.2 Prefetching

Prefetching will predict the bag of visible micro-models for the next
POV and update the same cache in RAM before the caching of the
next POV so that the next caching will have a lower miss rate and
therefore have less caching time. Prefetching is executed in parallel
with rendering. To evaluate the performance of our framework, we
considered three prefetching algorithms, APPA [38], ForeCache [1]
and LSTM [10], which are applicable to multi-resolution visualiza-
tion systems for handling large-scale datasets. Prefetching involves
two sub-steps as shown in Algorithm 3: 1) Predictive prefetching
algorithm will predict the possible visible micro-models based on
historical information from data (APPA) or user behavior (Fore-



Figure 9: Proposed out-of-core GPU-accelerated multi-resolution
rendering framework with prefetching (APPA is selected).

Algorithm 2 Caching
Input: POVn.
Output: Cached micro-models for POVn.

1: rendering done = f alse
2: // Retrieving visible micro-models
3: Find visible micro-models for POVn in vec vm
4: // Caching
5: for each micro-model m in vec vm do
6: if m in cache then ▷ Hit
7: Continue
8: else ▷ Miss
9: if Cache is not full then

10: Load m to cache
11: else
12: Replace the LRU micro-model in cache with m
13: end if
14: end if
15: end for
16: // Memory copy
17: Copy vec vm from system RAM to GPU VRAM

Cache, LSTM), where APPA predicts the parent POV (pPOV) while
ForeCache and LSTM predict the next POV. 2) The prefetching step
will update the system cache by loading the data of missing micro-
models from storage by following the LRU replacement policy. The
prefetching step needs to be preempted as soon as the rendering
procedure is finished. This prefetching procedure is handled by
another CPU thread in parallel with the CPU thread that handles
caching and rendering.

4.3.3 Rendering

We pick the typical direct volume rendering (DVR) using ray cast-
ing as an example of visualization task, however, other 3D volume
visualizations using GPU are also applicable to leverage our pro-
posed encoding and decoding solution to handle large-scale volumes.
The rendering procedure is accelerated using a CUDA parallel pro-
gramming model on GPU at the pixel level to generate the final
visualization image. The rendering is a front-to-back ray casting al-
gorithm with early termination as shown in Algorithm 4. Functions
valueMicroModel(x,y,z) and gradientMicroModel(x,y,z) are two

Algorithm 3 Prefetching
Input: Sequence of previous of POV s.
Output: Cached micro-models after prefetching for POVn+1.

1: // Retrieving visible micro-models
2: Predict visible micro-models for POVn+1 in vec vb next
3: // Prefetching
4: for each micro-model m in vec vb next do
5: if m not in cache then
6: if rendering done == f alse then ▷ Prefetching
7: if Cache is not full then
8: Load m to cache
9: else

10: Replace LRU micro-model in cache with m
11: end if
12: else
13: break ▷ Stop prefetching (Rendering finished)
14: end if
15: end if
16: end for

Algorithm 4 Rendering
Input: Visible micro-models.
Output: Visualization image.

1: rendering done = f alse
2: for i← RowStart to RowEnd do
3: for j←ColumnStart to ColumnEnd do
4: for s← SampleFirst to SampleLast do
5: x,y,z = getSampleLocation(s)
6: v = valueMicroModel(x,y,z)
7: applyT Fs(T FColor,T FOpacity,v,color)
8: gx,gy,gz = gradientMicroModel(x,y,z)
9: cdi f f use,cspecular = lightCoe f f icient(gx,gy,gz)

10: addShading(cdi f f use,cspecular,color)
11: Ocumulative = doColorCompositing(color)
12: if Ocumulative > OMax then ▷ Termination
13: break
14: end if
15: end for
16: setPixelColor(color)
17: end for
18: end for
19: rendering done = true

key functions implemented in CUDA for querying value and gradient
directly from Adaptive-FAM micro-models. Those functions are ex-
ecuted in parallel to accelerate the rendering time. On the other hand,
the execution times of those querying functions grow sublinearly
with respect to the NCP used to encode the micro-model. So we
further decrease the rendering time by using a minimal suitable NCP
while still maintaining the required error bound. The CUDA kernel
function is called by the same CPU thread that handles caching.
Synchronization between the two CPU threads is implemented using
a flag named rendering done to ensure that the prefetching only
executes during the time of rendering.

5 EXPERIMENTS AND EVALUATION

5.1 Dataset and Experimental Setup
5.1.1 Synthetic Dataset
For rendering quality evaluation, we employ the continuous 3D func-
tion of Marschner-Lobb to provide a precise ground-truth value and
gradient queries from arbitrary locations within the domain. The
Marschner-Lobb function was originally introduced for assessing 3D
resampling filters as they’re applied to the traditional Cartesian cubic



(a) Rayleigh-Taylor (b) Chameleon (c) Flame

(d) Branch (e) Rotstrat

Figure 10: Large-scale testing scientific datasets and their user
exploratory trajectories.

lattice [16]. Due to its complex amplitude distribution across vari-
ous frequencies, accurately reconstructing a Marschner-Lobb signal
from its discrete samples is challenging, making it an outstanding
benchmark for evaluating reconstruction quality. We create a large-
scale synthetic discrete dataset by sampling a dense regular grid from
the 3D Marschner-Lobb function to serve as the input to Adaptive-
FAM and other compressors applicable for multi-resolution. The
Marschner-Lobb function used in this paper is defined as:

F(x,y,z) =
1− sin( πz

2 )+α(1+ρr(
√

x2 + y2))

2(1+α)
(5)

where
ρr(r) = cos(2π fM cos(

πr
2
))

We use fM = 6 and α = 0.05 to generate a synthetic discrete
Marschner-Lobb (ML) dataset with a resolution of 1200×1200×
1200. The spatial boundary on each dimension is [0,7].

5.1.2 Real Datasets
For performance evaluation, we select 5 large-scale volume datasets
with distinct spatial features collected from diverse domains. The
Rayleigh-Taylor dataset is a time step of a density field in a simu-
lation of the mixing transition in Rayleigh-Taylor instability. The
Chameleon dataset is CT scan of a chameleon. The Flame dataset is
a simulated combustion 3D scalar field. The Branch dataset is a mi-
croCT scan of dried wood branch. Rotstrat dataset is the temperature
field of a direct numerical simulation of rotating stratified turbulence.
Table 1 shows the detailed information of the testing datasets. All
datasets use float32 data type. Each dataset has a corresponding
exploratory trajectory collected from a real human user containing
400 points of view. Fig. 10 demonstrates the testing datasets and
their user exploratory trajectories, together with the detailed color
and opacity transfer functions (TFs) used for rendering.

5.1.3 Experimental Setup
In the experiments, four LODs are employed by utilizing a bipartite
strategy to partition micro-blocks for multi-resolution visualization.
Four evenly distributed distance ranges ([0,0.8], [0.8,1.6], [1.6,2.4],
[2.4,∞]) are defined to determine the selection of micro-blocks for
each LOD based on the distance between the user’s point of view
(POV) to the centroid of the micro-blocks. To ensure uniformity

Table 1: Real datasets information of resolution, size, micro-blocks
resolution, and error bound (Root Mean Squared Error) for encoding.
A lower error bound is applied to simpler datasets (Chameleon and
Flame) to evaluate the maximum achievable compression ratios.

Dataset Resolution Size Micro-block Size Error Bound (RMSE)

Rayleigh-Taylor 10243 4 GB 643 0.0001

Chameleon 10242×1088 4.25 GB 642×68 0.00001

Flame 12003 6.45 GB 753 0.00001

Branch 20483 32 GB 1283 0.0001

Rotstrat 40963 256 GB 2563 0.0001

Figure 11: Testing POV and configurations of transfer functions for
cross-level quality evaluation.

across spatial domains and multi-resolution policies, all volumes
are rescaled to fall within the range of [−1,1] for the x, y, and z
dimensions. The rendering performance scales linearly with the
total number of pixels to render for all the rendering methods con-
sidered utilize pixel-level parallelization through CUDA. We select
512×512 as the image resolution for our experiments. A two-level
memory hierarchy model, from storage to RAM, is used in the exper-
iment for generalization. However, the benefit of our method can be
easily scaled to multi-level memory hierarchies. The cache memory
size is fixed as 200 micro-blocks for the multi-resolution rendering
pipeline. To better demonstrate the effectiveness of all methods con-
sidered, we use a slow 4TB hard disk drive (HDD) with 5400 RPM
on SATA interface as the lower level storage to simulate a worst-case
scenario where high data movement latency between storage and
RAM becomes the main bottleneck of the responsiveness. For test-
ing the capability of our out-of-core method, we select an NVIDIA
GTX 1080 Ti GPU with a VRAM of 8GB. The computing platform
is a desktop featuring an Intel(R) Core(TM) i7-7700K CPU with 8
threads running at 4.20GHz, paired with 16GB of DDR4 DRAM
clocked at 3200MHz, and operating on Ubuntu 20.04.4 LTS. Encod-
ing is performed in parallel using CPU threads while rendering is
accelerated by GPU. We disable the system cache of the operating
system so that our measurements of caching time is more faithful to
the real performance of the interactive visualization task.

5.2 Rendering Quality Evaluation

To evaluate the rendering quality of the proposed multi-resolution
framework using proposed method, we practice a comparison of
rendering results of large-scale synthetic ML data using various
policies for constructing multi-resolution. we select a user POV
whose visible region contains blocks from all 4 LODs at the same
time. We also construct an isosurface crossing blocks of each LOD.
The isosurfaces are set with transparency to make the user’s POV
see through each isosurface so that the final rendering results ag-
gregate the rendering quality from all 4 LODs. We customize such
visualization by adjusting the opacity and color transfer functions
of the volume rendering. Fig. 11 demonstrates the selected POV
and data-dependent configuration of the testing ML dataset. We
compare our Adaptive-FAM with a functional approximation en-
coding without adaptive encoding, FAM, as a baseline. This FAM
model also utilizes our GPU-accelerated framework, so we can vali-
date how Adaptive-FAM performs on both accuracy and rendering



Figure 12: Rendering results of the cross-level quality evaluation on
ML dataset using sample distance as 0.000025.

(a) MSE (b) PSNR (c) SSIM

Figure 13: Quantitative comparison of cross-level rendering quality
of ML dataset.

performance. We also consider the traditional down sampling meth-
ods (DS) as a reference. Fig. 12 shows the rendering images using
down sampling, FAM, Adaptive-FAM, and the ground truth. We
also tested several options for sample distance, one of the most
fundamental factors of rendering quality, to reveal the trend of qual-
ity changes to such factors. As shown in Fig. 13, methods using
functional approximation still give higher rendering accuracy than
down sampling method. It is worth noticing that the Adaptive-FAM,
although encoded uses smaller NCPs than FAM, has very close ren-
dering accuracy to FAM. For encoding this large-scale ML dataset,
the total micro-blocks modeled by FAM is around 7.7GB, while the
total micro-blocks modeled by Adaptive-FAM is around 232MB.
This means our Adaptive-FAM achieves similar rendering quality
while greatly decreasing the sizes of the micro-models, which will
help to decrease the caching time for more responsive input latency.

The proposed Adaptive-FAM not only represents the data as a
continuous high-order model but also does dynamic compression
according to the content of the micro-blocks. We also introduce
several popular volume compressors (ZFP, SZ3, and TTHRESH)
to compare their rendering quality with Adaptive-FAM. All three
volume compressors are configured to compress the ML dataset with
a similar average compression ratio (≈ 20) as Adaptive-FAM. All
the compression methods encode the micro-blocks without including
the ghost area. Fig. 14 shows the rendering results of cross-level
quality evaluation, where Adaptive-FAM produces the least amount
of artifact. We can also clearly notice the artifact on the boundary
of the neighboring blocks from ZFP and SZ3 due to its inaccurate
reconstruction on the boundary sample. Fig. 15 shows the rendering
accuracy as the average compression ratio changes. We can see that
Adaptive-FAM gives the best rendering accuracy when the average
compression ratio is less than 40, its accuracy falls behind the SZ3
and TThresh for aggressive compression. Although Adaptive-FAM
is not an ideal volume compressor to handle a very high compression
ratio, its random accessibility does not need a decompression process
as other volume compressors do for querying. The decompression
latency is also higher when the compression ratio is large, creating
large overhead on caching for using those volume compressors as
the micro-block encoders. Adaptive-FAM is more suitable for com-
pressing micro-blocks in out-of-core multi-resolution applications.

Figure 14: Rendering results using popular volume compressors and
Adaptive-FAM on ML dataset.

(a) MSE (b) PSNR (c) SSIM

Figure 15: Quantitative comparison using popular volume compres-
sors and Adaptive-FAM.

5.3 Performance Evaluation
We evaluate the performance of our adaptive encoding and the pro-
posed GPU-accelerated out-of-core multi-resolution framework us-
ing Adaptive-FAM. We evaluate the encoding time, caching time,
rendering time, and overall input latency. The 5 real datasets to-
gether with their user exploratory trajectories are used to run the
tests. Since there are 400 POVs for each trajectory, all measurements
are averaged times used to render one frame.

5.3.1 Encoding Time
Table 2 shows the encoding time measurement for all 5 testing
datasets. Our adaptive encoding greatly improves the encoding time
compared with traditional functional approximation encoding for
large-scale datasets. We can also observe that the encoding time
saving depends on the complexity of the dataset. Our adaptive encod-
ing works best for datasets with large and continuous empty spaces
like the Chameleon, Flame, and Branch datasets. Adaptive-FAM
representation is also compact which is beneficial to I/O intensive
operations like caching and prefetching, which are crucial for effi-
ciently managing large-scale datasets.

5.3.2 Input Latency
We first evaluate the performance without prefetching. Fig. 16 shows
the caching time, rendering time, and overall input latency on the
5 testing datasets using FAM and Adaptive-FAM. We can observe
that Adaptive-FAM, because of the small size of micro-models us-
ing adaptive encoding, achieves a much shorter caching time than
FAM. On the other hand, since the micro-models in Adaptive-FAM
representation involve less average NCP, its rendering time is also
faster than FAM. Since both FAM and Adaptive-FAM decode value
and gradient from micro-model, whose querying time growing sub-
linearly with NCP, the rendering time is almost constant comparing
to the growth of caching time as the data size increases. This vali-
dates why our Adaptive-FAM focuses on optimizing caching time
by providing a more compact representation. For end-to-end time
consumption, Adaptive-FAM can improve the overall input latency
for all testing datasets. We then test our complete rendering frame-
work with prefetching added, Fig. 17 shows both the timing and the
caching performance results. First, we can see that incorporating



Table 2: Encoding time using FAM and Adaptive-FAM on test-
ing datasets. Adaptive-FAM representation is also compact with a
practical compression ratio.

Testing Encoding Time (Hours) Compression Ratio
Dataset FAM ↓ Adaptive-FAM ↓ Adaptive-FAM ↑

Rayleigh-Taylor 1.14 0.76 15.71

Chameleon 1.21 0.17 27.19

Flame 2.16 0.26 35.31

Branch 18.29 2.26 30.59

Rotstrat 292.68 172.16 16.92

Figure 16: Input latency, consisted of caching and rendering time
together, using FAM and Adaptive-FAM on testing datasets.

prefetching can improve the caching time for all testing datasets.
This is achieved by decreased caching miss rate through prefetching
as shown in the second column of Fig. 17. It is worth noticing
that our Adaptive-FAM is more effective than FAM in decreasing
the miss rate for all the prefetching algorithms. As a result, using
prefetching can eventually improve the input latency. Second, var-
ious prefetching algorithms have different abilities to improve the
caching miss rate. Third, prefetching does not change the result of
which dataset Adaptive-FAM works best for.

We also compare the input latency of the proposed Adaptive-FAM
with the state-of-the-art multi-resolution framework through down
sampling (DS) utilizing GPU 3D texture for fast trilinear interpola-
tion. Fig. 18 shows the input latency using DS, FAM, and Adaptive-
FAM. It can be seen that Adaptive-FAM is the fastest method for all
the testing datasets except for the Flame dataset where DS is slightly
faster. With the optimization on micro-model sizes, Adaptive-FAM
is always faster than FAM by saving on I/O time during caching.
DS is not performing well when handling large-scale datasets for
two main reasons: First, caching time becomes the main bottleneck
when the number of micro-blocks to load become larger. Second,
although the query using GPU-accelerated 3D texture is already fast,
it scales linearly with respect to the micro-block size. As a result,
DS struggles when rendering extremely large datasets. On the other
hand, Adaptive-FAM is designed to minimize caching time across
memory hierarchy through a data-dependent compact representa-
tion. Moreover, the sublinear nature of decoding time with respect
to micro-block size also helps to maintain a fast rendering proce-
dure. In summary, Adaptive-FAM performs better when visualizing
large-scale volumetric datasets with responsive input latency.

6 CONCLUSION

In this paper, we proposed a novel functional approximation multi-
resolution representation, Adaptive-FAM, and an adaptive encoding
method to efficiently encode a large number of micro-blocks parti-
tioned from a large-scale dataset. A GPU-accelerated out-of-core
multi-resolution framework is proposed to directly render visual-
ization results from the representation with improved input latency

(a) Latency with APPA (b) Caching with APPA

(c) Latency with ForeCache (d) Caching with ForeCache

(e) Latency with LSTM (f) Caching with LSTM

Figure 17: Input latency and cache performance using various
prefetching algorithms.

Figure 18: Caching time, rendering time, and overall input latency
on 5 testing datasets using DS, FAM, and Adaptive-FAM.

compared with the traditional function approximation model. Our
solution delivers superior rendering quality while maintaining re-
sponsiveness comparable to the already fast down sampling method
leveraging GPU 3D texture, and performs better when handling
large-scale datasets. The limitation of this work is that the benefit of
encoding time is reduced when the input dataset values are highly
dynamic throughout the entire volumetric space. In the future, we
would like to explore other micro-block encoding methods leverag-
ing implicit neural representations and incorporating multiple deep
learning models into a unified multi-resolution framework.
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[26] R. Sicat, J. Krüger, T. Möller, and M. Hadwiger. Sparse pdf volumes
for consistent multi-resolution volume rendering. IEEE Transactions
on Visualization and Computer Graphics, 20(12):2417–2426, 2014.
doi: 10.1109/TVCG.2014.2346324

[27] S. W. Son, Z. Chen, W. Hendrix, A. Agrawal, W.-k. Liao, and A. Choud-
hary. Data compression for the exascale computing era-survey. Super-
computing frontiers and innovations, 1(2):76–88, 2014.

[28] J. Sun, D. Lenz, H. Yu, and T. Peterka. MFA-DVR: direct volume
rendering of mfa models. Journal of Visualization, pp. 1–18, 2023.

[29] J. Sun, D. Lenz, H. Yu, and T. Peterka. Scalable volume visualization
for big scientific data modeled by functional approximation. In 2023
IEEE International Conference on Big Data (BigData), pp. 905–914,
2023. doi: 10.1109/BigData59044.2023.10386434

[30] J. Sun, X. Xie, and H. Yu. Rmdncache: Dual-space prefetching neural
network for large-scale volume visualization. IEEE Transactions on
Visualization and Computer Graphics, pp. 1–13, 2024. doi: 10.1109/
TVCG.2024.3410091

[31] S. Suter, M. Makhynia, and R. Pajarola. Tamresh – tensor approxi-
mation multiresolution hierarchy for interactive volume visualization.
Computer Graphics Forum, 32(3pt2):151–160, 2013. doi: 10.1111/cgf.
12102

[32] D. Tang, S. Singh, P. A. Chou, C. Hane, M. Dou, S. Fanello, J. Taylor,
P. Davidson, O. G. Guleryuz, Y. Zhang, et al. Deep implicit volume
compression. In Proceedings of the IEEE/CVF conference on computer
vision and pattern recognition, pp. 1293–1303, 2020.

[33] K. Tang and C. Wang. Stsr-inr: Spatiotemporal super-resolution for
multivariate time-varying volumetric data via implicit neural represen-
tation. Computers Graphics, 119:103874, 2024. doi: 10.1016/j.cag.
2024.01.001

[34] P. Thevenaz, T. Blu, and M. Unser. Interpolation revisited [med-
ical images application]. IEEE Transactions on Medical Imaging,
19(7):739–758, 2000. doi: 10.1109/42.875199

[35] S. Weiss, M. Chu, N. Thuerey, and R. Westermann. Volumetric iso-
surface rendering with deep learning-based super-resolution. IEEE
Transactions on Visualization and Computer Graphics, 27(6):3064–
3078, 2021. doi: 10.1109/TVCG.2019.2956697

[36] Q. Wu, D. Bauer, M. J. Doyle, and K.-L. Ma. Interactive volume visual-
ization via multi-resolution hash encoding based neural representation.
IEEE Transactions on Visualization and Computer Graphics, pp. 1–14,
2023. doi: 10.1109/TVCG.2023.3293121

[37] Yi-Jen Chiang, R. Farias, C. T. Silva, and Bin Wei. A unified infrastruc-
ture for parallel out-of-core isosurface extraction and volume rendering
of unstructured grids. In Proceedings IEEE 2001 Symposium on Paral-
lel and Large-Data Visualization and Graphics (Cat. No.01EX520), pp.
59–151, 2001. doi: 10.1109/PVGS.2001.964405

[38] L. Yu, Hongfeng Yu, Hong Jiang, and Jun Wang. An application-
aware data replacement policy for interactive large-scale scientific
visualization. In 2017 IEEE International Parallel and Distributed
Processing Symposium Workshops (IPDPSW), pp. 1216–1225, 2017.
doi: 10.1109/IPDPSW.2017.16

[39] J. Zhang, J. Sun, Z. Jin, Y. Zhang, and Q. Zhai. Survey of parallel and
distributed volume rendering: revisited. In Computational Science and
Its Applications–ICCSA 2005: International Conference, Singapore,
May 9-12, 2005, Proceedings, Part III 5, pp. 435–444. Springer, 2005.

[40] D. Zhou. Analysis and research on nonlinear complex function ap-
proximation problem based on deep learning. Scientific Programming,
2022(1):6559868, 2022.


	Introduction
	Background and related works
	Out-of-core Methods
	Acceleration Techniques
	Deep Learning-based Volume Visualization

	Functional Approximation
	Advantages
	Rendering Quality
	Boundary Continuity

	Opportunities

	Method
	Problem Formulation and Rationale
	Adaptive Encoding Algorithms
	In-level Adaptive Encoding
	Cross-level Adaptive Encoding

	Multi-Resolution Framework
	Caching
	Prefetching
	Rendering


	Experiments and evaluation
	Dataset and Experimental Setup
	Synthetic Dataset
	Real Datasets
	Experimental Setup

	Rendering Quality Evaluation
	Performance Evaluation
	Encoding Time
	Input Latency


	Conclusion

